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Abstract. Confluence denotes the property of a state transition system
that states can be rewritten in more than one way yielding the same
result. Although it is a desirable property, confluence is often too strict
in practical applications because it also considers states that can never
be reached in practice. Additionally, sometimes states that have the same
semantics in the practical context are considered as different states due
to different syntactic representations. By introducing suitable invariants
and equivalence relations on the states, programs may have the property
to be confluent modulo the equivalence relation w.r.t. the invariant which
often is desirable in practice.

In this paper, a sufficient and necessary criterion for confluence modulo
equivalence w.r.t. an invariant for Constraint Handling Rules (CHR) is
presented. It is the first approach that covers invariant-based confluence
modulo equivalence for the de facto standard semantics of CHR. There is
a trade-off between practical applicability and the simplicity of proving a
confluence property. Therefore, a better manageable subset of equivalence
relations has been identified that allows for the proposed confluence
criterion and and simplifies the confluence proofs by using well established
CHR analysis methods.

1 Introduction

In program analysis, the confluence property of a program plays an important
role. It ensures that any computation for a given start state results in the same
final state. Hence, if more than one rule is applicable in a state it does not matter
which rule is chosen.

Constraint Handling Rules (CHR) is a declarative programming language
that has its origins in constraint logic programming [I]. Confluence analysis has
been studied for CHR for a long time [213//4].

While it is a desirable property, in practical applications confluence is often
too strict. For instance, it requires even states that can never be reached in a
practical context to satisfy the confluence property. Therefore, invariant-based
confluence [BJ6I7] has been established. It only considers states that satisfy a
user-defined invariant, whereas standard confluence analysis considers even states
that are invalid and cannot appear at runtime. With invariant-based confluence



analysis it is possible to exclude those states from the confluence analysis as long
as the rules of the program maintain the invariant.

Another method of making the confluence property available for more practi-
cal programs is to define an equivalence relation on states. A program is confluent
modulo a (user-defined) equivalence relation if all states in the same equivalence
class lead to final states of the same equivalence class [8/9]. In many programs,
some states can be considered as equivalent with respect to a user-defined equiv-
alence relation, although their actual representation in the program differs. For
example, if sets of numbers are represented as lists, all states with permutations
of the same list represent the same set and it might be reasonable to consider
them equivalent. Hereby, confluence modulo equivalence can be used to show
that for the same start state a program yields the same set as a result, although
the actual representation as a list might differ.

There is a trade-off between the applicability in practical contexts and the
simplicity of proving a confluence property: There is a decidable, sufficient and
necessary criterion for strict confluence of terminating CHR programs [I]. When
adding invariants, decidability of the criterion is lost depending on the invariant.
For confluence modulo equivalence, the proofs become even harder as all states
in the same equivalence class have to be considered.

In this paper, a sufficient and necessary criterion for invariant-based confluence
modulo a user-defined equivalence is presented. For this purpose, a class of well-
behaving equivalence relations is identified for which the proposed criterion can
be applied. The confluence criterion is directly available for the equivalence-
based operational semantics of CHR [I0J7] that is the de facto standard of CHR
semantics. By a running example it is shown that the defined class of equivalence
relations is meaningful in a sense that it contains a non-trivial equivalence relation
that satisfies its restrictions. Further examples have been tried indicating that
the approach is promising to be more widely applicable.

In our approach, we use CHR in the pure form. We then restrict the equivalence
relations to a meaningful class and present a formal proof method for invariant-
based confluence modulo equivalence.

The contributions of the paper are

— the identification of a class of equivalence relations (called compatible equiv-
alence relations) that maintains the monotonicity property of CHR and
therefore allows for a confluence analysis based on rule states and overlaps of
rules (c.f. Section [3),

— a sufficient and necessary criterion for an invariant-based confluence modulo
equivalence for terminating CHR programs with a decidable invariant and a
compatible equivalence relation (c.f. Section , and

— the application of this approach in a non-trivial running example.

Our approach is the first that covers invariant-based confluence modulo
equivalence for the standard semantics of CHR. Other approaches either only
consider invariants without user-defined equivalence relations [BIG[7] or use a
special-purpose operational semantics of CHR that is claimed to extend the
standard semantics [98]. The latter approach introduces a meta-level to prove



confluence modulo equivalence. In contrast to the meta-level proof method, the
confluence criterion in this paper uses well-established standard notions of CHR
states and analysis methods.

The paper is structured as follows: In Section [2| the preliminaries necessary
for understanding the paper are given. For this purpose, definitions of confluence
modulo equivalence, Constraint Handling Rules and some program analysis
methods for CHR are recapitulated. Then, the class of equivalence relations
regarded in this paper is defined in Section |3] The proof method for invariant-
based confluence modulo equivalence is given in Section [4l The results and their
relation to existing work are discussed in Section

2 Preliminaries

We recapitulate the basic notions of confluence modulo equivalence, give a brief
introduction to CHR and some program analysis techniques and summarize the
established results for (invariant-based) confluence in CHR.

2.1 Confluence Modulo Equivalence

The notion of confluence modulo equivalence is defined for general state transition
systems in this section.

Definition 1 (state transition system). A state transition system is a tuple
(X,—) where X is an arbitrary (possibly infinitely large) set of states and
—C X x X is a transition relation over the states. By —* we denote the reflexive
transitive closure of .

Informally, confluence modulo equivalence means that all possible computa-
tions in a transition system starting in equivalent states finally lead to equivalent
states again. We then call two states from those different computations joinable.
This is illustrated in Figure

Fig. 1. Confluence modulo equivalence

Definition 2 (joinability modulo equivalence). In a state transition system
(X, ) two states 0,0’ € X are joinable modulo an equivalence relation ~ if and
only if I, 7 € X . o= T AN —* T AT =T We then write o | o', If = is
the identity equivalence relation =, we write o | o' and say that o and o’ are
joinable.



Definition 3 (confluence modulo equivalence [11]). A state transition sys-
tem (X, ) is confluent modulo an equivalence relation =, if and only if for all
01,01,02,05 : (01 = o)) A (o1 —=* 02) A (o] —=* ab) = (o] 17 0}).

If ~ is the state equivalence relation =, confluence modulo = coincides with
basic confluence. For terminating transition systems, it suffices to show local
confluence, as we will see in the following definition and theorem.

Definition 4 (local confluence [11]). A state transition system (X,—) has
the o and B property w.r.t. an equivalence relation =~ if and only if it satisfies
the a and B conditions, respectively:

a: Vo, 7 eX o TtANo—T =577 T
B:No,r,7eX o TANox=T =7 ][¥ 7.

A state transition system is locally confluent modulo an equivalence relation ~
if and only if it has the « and the 8 property.

Note that in the rewriting literature, the a property is also known as local
confluence modulo equivalence and the (B property as local coherence modulo
equivalence [12]. In this paper, local confluence modulo equivalence requires both
the a and the S property.

In the theorem of Huet [I1] it is shown that local confluence modulo an
equivalence relation ~ implies confluence modulo = for terminating transition
systems.

Theorem 1 (Huet [I1]). Let (X,—) be a terminating transition system. For
any equivalence =, (X, ) is confluent modulo =~ if and only if (X,—) is locally
confluent modulo =.

2.2 Constraint Handling Rules
We now define the state transition system of CHR. We begin with CHR states.

Definition 5 (CHR state). A CHR state is a tuple (G;C;V) where the goal
G is a multi-set of constraints, the built-in constraint store C is a conjunction
of built-in constraints and V is a set of global variables. All variables occurring
in a state that are not global are called local variables [7, p. 33 et seq., def. 8.1].
If the contents of C and V are empty, irrelevant or clear from the context, we
use a short-hand notation where only the constraints in G are enumerated.

CHR states can be modified by rules that together form a CHR program.

Definition 6 (CHR program). A CHR program is a finite set of so-called
simpagation rules of the form r : Hy \ H, < G | B., By, where r is an optional
rule name, the heads Hy and H, are multi-sets of CHR constraints, the guard
G is a conjunction of built-in constraints and the body is a multi-set of CHR
constraints B. and a conjunction of built-in constraints By,. If G is empty, it is
interpreted as the built-in constraint T.

We introduce short forms for the following special cases :



Simplification Rules If H = 0, we also write H, < G | Be, By.
Propagation Rules If H. = 0, we also write H, = G | Be, By.

Informally, a rule is applicable, if the heads match constraints from the goal
store G and the guard holds, i.e. is a consequence of the built-in constraints C.
In that case, the state is rewritten: The constraints matching the part H, of the
head are removed and the constraints matching Hy are kept. The user-defined
body constraints B, are added to the goal store G, the built-in body constraints
By, and the constraints from the guard G are added to the built-in store C.

Ezample 1 (Multi-Set Items [9]). Consider the following small CHR program,
that collects items represented in individual item /1 constraints to a multi-set
represented by a constraint of the form mset(L) where L is a list of items. The
program has the following rule:

mset(L), item(A) < mset([A|L]).

For the initial constraint store item(a), item(b), mset(]]) the program can ap-
ply the rule on mset([]) and item(b) which results in the constraint store
mset([b]), item(a). The rule can be applied again to this state, resulting in
the constraint store mset([a, b]). However, the same program can also yield the
constraint store mset([b, a]). Hence, the program is not confluent. In the following,
we will return to this running example and provide an invariant and equivalence
relation together with a proof method to show that the program is actually
confluent modulo the equivalence relation w.r.t. the invariant.

In the context of the operational semantics, we assume a constraint theory
CT for the interpretation of the built-in constraints. We define an equivalence
relation over CHR states.

Definition 7 (state equivalence [7J10]). Let p; := (G;; C;;V;) fori=1,2 be
two CHR states with local variables y1, 2 that have been renamed apart. p1 = po if
and only if CT ): V((Cl — H:IJQ((Gl = GQ)/\CQ))/\V((CQ — 3@1((@1 = Gg)/\(cl))
where VF' is the universal closure of formula F and = is syntactical equivalence.
The equivalence class of a CHR state is defined as [p] .= {p" | p' = p}.

Ezample 2 (state equivalence). By the above definition of state equivalence, the
following states are equivalent [7, p. 34]:

(c(X); T;0) = (c(Y); T;0), i.e. local variables can be renamed.

(e(X); X=0;{X}) = (c(0); X=0; { X }), i.e. variable bindings from the built-in
store can be applied to the goal store.

0; X=Y ANY=0;0) = (0; X=0 A Y=0; (), i.e. equivalent built-in stores can
be interchanged.

(c(0); T;{X}) = (c(0); T; B), i.e. unused global variables can be omitted.
However, (¢(X); T;{X}) Z (¢(Y); T;{Y}), i.e. X and Y are free variables
and therefore the logical readings of the states are different. Global variables
can be used to bridge information between two states.



The operational semantics is now defined by the following transition scheme
over equivalence classes of CHR states.

Definition 8 (operational semantics of CHR [7/10]). For a rule r, the
variables appearing in the rule are called local variables. A variant of a rule is a
copy of a rule where a subset of its local variables has been renamed.

For a CHR program, the state transition system over CHR states and the rule
transition relation — is defined as the following transition scheme:

’)":Hk\Hr<:>G ‘ BC,Bb
[(HeWH, WG;GAC; V)] =7 [(HyW B, WG; G A B, AC; VY]

Thereby, T is a variant of a rule in the program such that its local variables are
disjoint from the variables occurring in the representative of the pre-transition
state. We may just write — instead of —" if the rule r is clear from the context.

From now on, we only consider equivalence classes of CHR states, since the state
transition system is defined over equivalence classes.

Ezample 3. In this example, the program from Example [I]is executed using the
operational semantics of Definition

(mset([a]), item(b); T; ()
= {(mset(L),item(A); L = [a] A A = b; ()
— (mset([A|L]); L = [a] A A = b; ()
= (mset([a,b]); T;0)

In the first step, an equivalent state with fresh local variables L and A is
constructed. The constraints in the goal store of this state are syntactically
equivalent to the head of the variant of the rule with variables L and A. The
guard of the rule is T and therefore, the rule is applicable. After applying the rule,
the state can be transformed into a more readable form without local variables.

An important analysis technique is the merging of states.

Definition 9 (merge operator ¢). Let 0; = (G;;B;;V;) fori = 1,2 be two
CHR states such that local variables of one state are disjoint from all variables in
the other state. Then for a set V of variables

010y 09 = <G1 &JGQ;Bl /\]BQ; (Vl UVQ) \V>

For equivalence classes of CHR states, the merging is defined as [o1] oy [02] :=
[o1 oy 03] for two representatives of the equivalence class that have disjoint
variables. For V = we write [o1] ¢ [o2] [7, p. 50, def. 10.1].

Since local variables have to be disjoint when merging two states, it is not
possible to extract information about them directly. For instance, [{c(X); X=1;0)]
is the version of [(¢(X); T;0)] with the local variable X, where X is bound
to the number 1. In the state [(c(X), X=1,0)], we would consider X=1 as



contextual information about the local variable X. It is not possible to extract this
information by [(c¢(X); T; 0)]o[(D; X=1; 0)], since [(0; X=1;0)] = [(D; T; )] = [oy],
i.e. the empty state. Hence, the result of merging the two states is [(¢(X); T; 0)]
although we would like to see the result [{c(X); X=1;0)].

It is necessary to rather make X a global variable first that is reduced by the
merge operator o xy:

[(e(X); THAX P ogxy [0 X=1{X})] = [(e(X); X=1;0)] = [(c(1); T; 0)]-

Global variables can thus be used to share information between two states that
are merged. [7, p. 50, ex. 10.2] In the confluence criterion in Section {4} we only
generate states from the program source code where all variables are global.

In general, oy is not associative. However, the following lemma shows a
restricted form of associativity that is used in the proof of the confluence modulo
equivalence criterion in Section [4]

Lemma 1. Let 01,095,053 be CHR states such that no local variable of a state
occurs in another state. Then [o1] oy ([02] © [03]) = ([01] © [02]) ov [o3] holds for
all'V [T, p. 52, lemma 10.7].

2.3 Confluence of CHR Programs

The idea of the confluence criterion is to exploit the monotonicity property of
CHR, i.e. that all rules applicable in one state are applicable in any larger state.

Lemma 2 (monotonicity). If [o] — [7], then [o] ov [0] — [7] oy [0'] for all V
and o] [7, p. 51, lemma 10.4).

Basic Confluence Test Monotonicity allows us to reason from states about
larger states. The idea of the basic confluence test is to construct a finite set
of rule states that consist of the head and guard constraints of a rule and then
overlap them with all other rule states. Intuitively, overlapping two rules means
that a state is constructed where parts of the rule heads are equated (if possible)
and the rest is just included. In such a state, both rules are applicable.

By applying the overlapping rules to the overlap state, we get a critical pair.
Thereby, one state is the result after applying the first overlapping rule to the
overlap state and the other state is the result after applying the second rule to
the overlap state. If all critical pairs are joinable, the program is locally confluent.
In the following, we formalize this idea. The definitions are taken from [7]. Similar
definitions can be found in [IJ.

Definition 10 (rule state). For a rule r : Hy \ Hy, < G | B¢, By let 'V be the
variables occurring in Hy, H, and G. Then the state (Hy W Hy; G;V) is called the
rule state of r. In the literature, the rule states are sometimes called minimal
states. [7, p. 78, def. 13.8]



Definition 11 (overlap). For any two (not necessarily different) rules of a CHR
program of the form v : Hy \ Hy < G | Be,By,r2: H, \ H, < G' | B., B{, and
with variables that are renamed apart, let Ox C Hy, O, C H,,0; C H|, 0, C H/ be
subsets of the heads of the rules such that for B := ((OxW0O;) = (O WOL)AGAG’
it holds that CT = 3.B and (O, WO.) # 0, where 3.B is the existential closure
over B. Then the state 0 := (KWK'WRWR WOLWO,; B; V) is called an overlap
of r1 and ro where V is the set of all variables occurring in heads and guards
of both rules and K := Hy \ O, K' :== H[ \ O, R:= H,\ O, R := H/\ O,.
The pair of states (o1,03) with o := (KWK W R WOy W Be; BA By; V) and
oy :=(KWK'WRWO, WBL;BAB,;V) is called critical pair of the overlap o.
The critical pair can be obtained by applying the rules to the overlap state. [T, p.
82, def. 14.5]

Invariant-Based Confluence Test The idea of exploiting monotonicity fails,
when invariants on the states are introduced. A property Z is an invariant if and
only if for all states [o] where Z([o]) holds and for all [r] with [o] —* [7] the
invariant Z([7]) holds as well.

If in the confluence test a constructed overlap does not satisfy the invariant,
then this overlap state is not part of the transition system and therefore no
information can be gained from analyzing it. It is not possible to just ignore such
states as there are invariants that are not satisfied in an overlap state, but might
be satisfied in a larger state. There are also invariants that are invalidated in an
overlap state and that cannot be satisfied by state extension (c.f. Example .
For instance, if only a constraint is only allowed to appear at most once in a
state, this invariant cannot be satisfied by extending the state invalidating it.

Nevertheless, the idea of using overlap states for confluence analysis can be
generalized, such that it can be used for invariant-based confluence. For this
purpose, for an invariant Z and an overlap state [o] the set of all extensions of
[o] such that Z holds — denoted by X7 ([o]) — is considered. As this set usually is
infinitely large, we want to extract a set of minimal elements of X% ([o]), called
MZ([a]), that have to be considered to show local confluence w.r.t. Z. However,
for this purpose a partial order on states has to be defined. The set MZ([o])
is finite for many invariants, but there are examples of invariants that lead to
infinite sets of minimal elements.

In [567] the following has been proven: If we can show that for all overlap
states [o] of a terminating program the critical pairs derived from all states in
MZ([o]) are joinable, the program is confluent w.r.t. to Z.

We now give formal definitions of the notions used in the above description.
Since it is a commutative monoid, a partial order can be derived from the merge
operator [7]:

Lemma 3 (partial order <). For the set of CHR states X, the relation <:
Y x X defined as [o] < [0'] if and only if I[6] . [o] ¢ [0] = [0'] where 0,0’ € X is
a partial order. [T, p. 53, lemma 10.8]

In [B6], another partial order has been defined. However, it has been shown that
the relation defined there is not a partial order by mistake [7]. Therefore, we use



the partial order that has first been introduced in [7, p. 53, lemma 10.8] to avoid
these problems.

For an invariant, we can now define the set of minimal elements that extend
a state such that the invariant does hold.

Definition 12 (minimal elements). For an invariant Z, let the set X% ([o]) :=
{[o'] | Z([c © 0’]) Ao’ has no local variables }. The set ME([o]) is the set of <-
minimal elements of X% ([c]) such that V[o'] € X% ([o]) . J[owm] € ME([0]) . [om] <
[0'] [% p. 80, def. 13.11]. By well-definedness of MZ([o]) we denote that it has
the latter property.

The set 7 may become infinitely large for states with local variables. Hence
in program analysis, w.l.o.g. the states are restricted to only global variables.
Monotonicity of CHR (Lemma [2]) ensures that all results remain applicable if
any of these variables are made local [7}, p. 80].

Note that for an invariant Z and a state [o] where Z([o]) holds, the set of
minimal extensions is MZ([o]) = {[oy]}, where oy = (0; T;0) is the empty
state [7, p.80, lemma 13.13]. The invariant-based confluence test then coincides
with the basic confluence criterion. In Section [ we generalize the idea of the
invariant-based confluence test for invariant-based confluence modulo equivalence.

Ezample J (Multi-Set Items (cont.)). For the multi-set program from Example
the following problem arises: If there is more than one mset constraint, the
program can choose non-deterministically where to add an item. Therefore,
it cannot be confluent. For instance, the following transitions in shorthand
notation is possible: mset([a]), mset([b]), item([c]) can either end in the final state
mset([a, c]), mset([b]) or mset([a]), mset([b, c]).

The problem can be solved by introducing the multi-set invariant S: In every
CHR state there is at most one mset(-) constraint. Note that the set of minimal
extensions M ([o]) = 0 for all states [0], as there are no extensions for states that
do not satisfy the invariant (i.e. where there is more than one mset constraint)
such that the invariant is satisfied (i.e. there is at most one mset constraint).

3 Compatibility of Equivalence Relations

In this section, we motivate a restriction of equivalence relations that make
confluence modulo equivalence analysis manageable. Note that in the context
of confluence modulo equivalence, typically user-defined equivalence relations
different from state equivalence (c.f. Definition [7]) are regarded. State equivalence
is referred to by = or by the corresponding equivalence class brackets [-]. The
symbol = denotes some general user-defined equivalence relation that is potentially
different from = (but is not required to be).

In the confluence criterion, we want to use the idea of exploiting monotonicity
of CHR to reason from small states that come from the rules in the program
over all states. However, monotonicity can be broken by user-defined equivalence
relations. This means that in general for two states with [o] = [07], it is possible
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that an extension with [r] = [7'] leads to states that are not equivalent, i.e.
[o] oy [7] % [¢'] oy [7'] as shown in the following example.

Ezample 5. We construct an equivalence relation that breaks monotonicity. Let
#c: XY — Ny be a function that returns the number of constraints ¢ in the goal
store of a state. We separate the CHR state space X' into two disjoint subsets:

51 ={[o] | #c(lo]) < 3}, Ly :={[o] | #c(lo]) = 3}

The partition of the state space clearly defines an equivalence relation ~ with
equivalence classes Y7 and Xs.

Let [o1] = [{¢; T;0)] and [o2] = [{¢, ¢; T;0)]. Since [01], [02] € X1, it holds that
[01] & [o2]. Let [1] = [{¢; T;0)]. If we extend the two states by [r], the extended
states are not equivalent any more:

[o1] o [1] = [{c,¢; T;0)] € Xy, but [o2] o [7] = [{c,¢,¢; T;0)] € .

Hence, although [01] = [02], [o1] © [7] % [02] © [7]-

This case does not harm testing for the 8 property, since the extended states
do not have to be tested for joinability modulo equivalence according to the
property. However, we can construct the converse case: Let [o3] = [{c, ¢, ¢; T;0)] €
X5. Then [03] # [03]. However, if the two states are extended by [7], we get

[o2] o [T] = [{c,c,c; T;0)] € X, and [o3] o [7] = [{c, ¢, ¢, T 0)] € Xs.

Hence, [og] o [7] & [o3]©[7], although [02] % [o3]. This is critical to the 8 property:
Now it is not possible any more to use a rule state and its equivalent states to
reason about all states as we miss some larger state by this attempt.

To ensure monotonicity in the context of equivalence relations, we need
equivalence to be maintained by the merge operator. The equivalence relation is
then called a congruence relation with respect to the merge operator.

Definition 13 (congruence relation). An equivalence relation = C A X A is
called a congruence relation with respect to an operator o : A x A — A if for all
.oy, y: Ifr~z' andy~y thenzoy~az' oy

Unfortunately, this does not suffice to reason from rule states about any other
state. It must be ensured that if two states [o] and [¢'] are equivalent and [o] can
be decomposed into two parts, then [0’] must be decomposable into two parts
that are equivalent to the decomposition of [o]. This ensures that when showing
joinability of two small states, the larger states can still be joined, as they are
syntactically decomposable into smaller joinable states.

Definition 14 (split property). An equivalence relation ~C A x A has the
split property with respect to an operator o : A x A — A if for all x,x1,22,y: If
r=x10x9 and x =y then Jyi,y2 such that x1 =~ y1,T2 ~ ys and y = y1 © Ya.

The split property assumes a syntactic relation between two states that are
equivalent under an equivalence relation. If a state can be split into two parts
and is equivalent to another state, this state can be split into equivalent parts.
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Ezample 6. This example defines an equivalence relation = that does not satisfy
the split property. It is the smallest equivalence relation where the following two
conditions hold: If ¢ = ¢’ then also o = ¢’. Additionally, if (G;B; V) = (G'; B'; V'),
then ({¢,c} WG;B; V) = ({d} W G';B’; V'). Hence, all pairs of ¢ constraints can
be replaced by a d constraint.

The equivalence relation obviously is a congruence relation w.r.t. ¢. However,
it does not have the split property: Let ¢ = ¢, ¢ be a CHR state in shorthand
notation. Then o = c¢ ¢. By definition of =, we have that ¢ = d. However, there
are no o1, 09 such that o1 = ¢, 09 =c and d = 01 ¢ 05.

In the confluence test, for all states o it has to be shown that if ¢ = ¢’ and
o+~ 7 then ¢’ | 7 to satisfy the 8 property. By the application of r to o, we
know that for the rule state o,., o can be split into [o] = [o,] ¢ [§]. To reason from
joinability of o, and all its equivalent states, we also have to be able to split ¢’
into two parts [o7.] and [¢']. However, for the congruence relation = this is not
possible as we have shown before. Hence, the idea of reasoning from rule states
about all larger states cannot be applied.

Note that the split property is only required to hold for states where the
invariant holds. Hence, by an appropriate invariant, the split property can be
recovered to show confluence w.r.t. this invariant.

Definition 15 (compatibility). An equivalence relation =~ is o-compatible
w.r.t. an operator o if it is a congruence relation with the split property w.r.t. o.

At first glance, compatibility is a strict property that does not seem to be satisfied
by many equivalence relations. However, there are interesting <-compatible
equivalence relations different from the trivial state equivalence:

Ezample 7 (Multi-Set Items (cont.)). Example [1|is continued by introducing the
following equivalence relation ~° that is the smallest equivalence relation on
CHR states such that [({mset(S1)} W G1;B1; V)] = [({mset(S2)} W Ga; By; Vy)]
if and only if S; is a permutation of Sy and [(Gy;By; V1)] =5 [(Ga; Ba; Vo).

For instance, the following states in shorthand notation are equivalent accord-
ing to ~5: mset([a,b]), mset([c,d]), item(e) ~° mset([b,a]), mset([d,c]), item(e)
and item(a) = item(a). However, mset([a, b)), item(c) %5 mset([a, b)), item(d)
and mset([a, b)), item(c) %5 mset([a, b)), item(c), item(c) because the second item
c does not have a partner in the first state. Similarly, mset([a, b]), mset([b, a]) %5
mset([a, b]) because there is only one mset constraint on the right hand side.

Note that by this definition the following holds for states with unbound
variables: [(mset(X); perm(X,Y); {X, Y })] &5 [(mset(Y); perm(X,Y); {X, Y })]
where perm(X,Y) is a built-in constraint that is true, if X is a permutation of
Y, but [(mset(X); T; {X})] #° [(mset(Y); T;{Y'})]. The two variables X and Y’
are free variables and therefore it is not clear that they are permutations of each
other. By adding that X is a permutation of Y, the two states are equivalent.

This equivalence relation is ¢-compatible. For reasons of space, the proof is

provided in Appendix
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4 Confluence Modulo Equivalence w.r.t. an Invariant

First of all, the notion of invariant-based confluence modulo equivalence is defined.

Definition 16 (Z-confluence modulo =). A state transition system is I-
confluent modulo an equivalence relation =~ for an invariant I if and only if

Voi,09,01,05 . I(o1) NL(oy) Aoy = o) Aoy —=* ag Aoy —* o

— Jdos, 04 . 09 =* o3 Nah =" o4 Aoz = ).
In practice, the following restiction is made on invariants:

Definition 17 (~ maintains 7). An invariant T is maintained by an equiva-
lence relation =, if and only if for all states [o] = [0'] it holds that Z([o]) +> Z([0”]).

This restriction ensures the practicability of Definition since it may be
inelegant and misleading if in a program that is Z-confluent modulo = there
exist two equivalent states where one is part of the program (i.e. the invariant
holds) and the other is not. This may have undesired effects in further analysis.
Hence, the invariant and equivalence relation should be chosen such that they
are compliant anyway, although it is not required by Definition

The following lemma is an important generalization of the joinability corollary
in [7, p. 85, cor. 14.9] that is a direct consequence of monotonicity. The idea
was that if two states are joinable, they are still joinable if they are extended by
the identical state. In the context of confluence modulo equivalence, we have to
generalize this approach of exploiting monotonicity such that the state extensions
are not required to be syntactically identical, but equivalent for some user-defined
compatible equivalence relation.

Lemma 4 (joinability). Let ~ be a congruence relation with respect to ¢ and
[01], [o2], [01], [04] be CHR states with [o] = [ob]. If [o1] 4¥ [02] then ([o1] oy
[01]) 17 ([o2] ov [o3]) for all V.

Proof. Let [01],[02], [01], [04] be CHR states with [0]] ~ [¢4] and [o1] |7 [o2].
Hence, there are CHR states [7], [7'] with [r] & [7] and [o1] —* [7] and [o3] —*
[7']. Due to monotonicity (c.f. Lemmal2)), we have that ([o1]ov[o]]) =* ([T]ov[o}])
and ([oa]oy[oh]) —=* ([7']ev[ob]). Since [o]] = [04], [T] & [7'] and = is a congruence
relation with respect to o, we have that ([7] ov [07]) = ([7'] ov [o5]).

In the next step, we provide a test for the o property in the context of an
invariant. The basic idea is that we gather all overlap states and extend them
with a minimal extension such that the invariant does hold. For all those minimal
extensions of all overlap states we have to show joinability modulo equivalence.
Formally, this leads to the following lemma.

Lemma 5 («a property test). Let P be a CHR program, Z an invariant, ~ a
congruence relation and let M ([o]) be well-defined for all overlaps o of rules in P,
then: P has the o property with respect to Z and = if and only if for all overlaps o
with critical pairs (o1,02) and all [oy] € ME([0]) holds ([o1]© [owm] 1= [2]© [om]).
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Proof. For reasons of space, the proof is provided in Appendix [A:2] It is similar
to the proof for the 8 property.

To prove local confluence modulo equivalence, we also have to prove the §
property, i.e. we have to consider that if in a state a CHR transition is possible
and the state is equivalent to another state, then the successor state and the
equivalent state have to be joinable modulo equivalence. In the following lemma,
we adapt the test for the o property to cover the 8 property.

The main idea is to reason from rule states, i.e. the head and guard constraints
of rules, over all states. For this purpose, all rule states have to be extended
by a minimal extension such that the invariant holds. Then all states that are
equivalent to these extended rule states have to be shown to be joinable to the
extended rule state after the rule has been applied. Unfortunately — depending
on the invariant — in general there can be infinitely many such equivalent states.
However, the idea still simplifies the proof procedure for the 8 property, as only
rule states have to be considered in contrast to all states of the transition system.

This is not possible for general equivalence relations, but only for those that
are compatible to the merge operator and that maintain the invariant.

Lemma 6 (S property test). Let P be a CHR program, I an invariant, ~ a
o-compatible equivalence relation that maintains T and let ML ([o]) be well-defined
for all rule states [o] in P, then: P has the 8 property with respect to  and = if
and only if for all rule states [o] with successor state [o1], all [o2] with [o] ~ [o9]
and all [oL] € MZ([o]) and all [02] =~ [oL] where I([o3] ¢ [02]) is satisfied, it
holds that ([o1] © [oL]) 1% ([o2] ¢ [02)]).

m

Proof. “=": This follows from Definition [4] and Lemma [4]

“<": Let [o], [01] and [o2] be CHR states where Z([o]) and Z([o2]) hold and
[0] > [01] for some rule r and [o] & [02]. Since a rule is applicable in [o], there
is a rule state o, = (;;_; V) of rule r such that for some [§1] := [(G;B;V')] it
holds that [0] = [0,] oy [01]. The variables V from the rule r are not part of [o]
and are therefore removed by the merging ov.

By definition of the rule state (c.f. Definition and definition of the state
transition system (c.f. Definition[8)), we also have that there is a state [o] such that
[o] — [07]. Due to monotonicity (c.f. Lemmal2)) it holds that [o1] = [07] ov [61].

Let [o2] = [0}] oy [d2] be a partition of [oa] such that [0}] ~ [0,] and [d2] & [d1].
Such a partition exists since ~ is o-compatible and [o] ~ [03] by precondition.

As Z([o]) holds and w.l.o.g. [0] has no local variables (see the comment after
Definition : [61] € X% ([0,]) and therefore J[o}l] € MZ([o,]).]ol] < [61]. This
means that there is a minimal element [0} ] in the set of extensions of the rule
state [0, that extend [o,] such that the invariant holds.

It follows by definition of <1 that 3[§}].[01] = [oL] ¢ [0}] and hence [o] =
[or] ov ([om] © [01]). By Lemma [} we get [o] = ([o] © [om]) ov [6}]. Analogously,
by substitution of [4;] in [o1] and due to the split property of =, we find that
[0:] = ([}] o [0L)]) ov [6}] for i = 1,2 where [0} ] ~ [02].

Since Z is maintained by =, we have by precondition that ([o}] ¢ [o]) 4
([o5] @ [07,]). Since [o1] = ([o] © [op,]) ov [07] and [oa] = ([o3] © [o7,]) ov [d5] and
[01] & [85], we have by Lemma [4] also that ([o1] 17 [o2]).
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Theorem 2 (confluence modulo ~ w.r.t. invariant). Let Z be an invariant
and P an Z-terminating CHR program. P has the o and 8 property with respect
to Z and an equivalence relation = if and only if P is I-confluent modulo ~.

Proof. Theorem [I] is used on the reduced state transition system that only
contains states where the invariant holds.

Note that for testing the « property, the criterion only assumes a congruence
relation, whereas for proving the [ property the split property must hold as well
and the invariant must maintain equivalence.

Ezample 8 (Item Sets (cont.)). It is shown that the program from Example [1]is
s

S-confluent modulo ~”.
« property The only overlap that satisfies the invariant S has the shorthand no-
tation item(A), item(B), mset(L) with critical pair item(B), mset([A|L]) and
item(A), mset([B|L]). It can be reduced to mset([B, A|L]) ~° mset([A, B|L]).
B property All equivalences to the rule state have the form [(item(A), mset(L);
T;{A, L})] ~° [(item(A), mset(L'); T;{A, L'})] where L’ is a permutation of
L. The preconditions of Lemma [f] are satisfied, since both states satisfy the
invariant. Both states reduce to the goal stores mset([A|L]) and mset([A|L']).
It is clear that those two final states are equivalent and therefore joinable
modulo ~5. 0

5 Discussion and Related Work

The « property test is decidable for terminating programs as long as the invariant
and the equivalence relation (a congruence relation w.r.t. ¢) are decidable and
the set of minimal extensions is finite. In the 8 property test, the class of states
that are equivalent to the rule state may be infinitely large in general.

In the multi-set example (c.f. Example , it can be seen that only one other
state has to be considered to show joinability of all states equivalent to the rule
state, since the CHR semantics allows for logical variables. In general, there
might be more complicated equivalence relations that are more difficult to test.

Confluence modulo equivalence with invariants has been studied for a variant of
CHR that includes non-logical built-in constraints [98]. This approach introduces
a meta language for CHR to prove confluence modulo equivalence. It is claimed
that the traditional proof methods for confluence in CHR expressed in first-order
logic are not sufficient in the context of confluence modulo equivalence, especially
with non-logical built-in constraints. The meta-level is claimed to allow proving
confluence modulo equivalence for all equivalence relations. It is shown to be
useful for programs with non-logical built-in constraints.

In many cases the analysis of programs with purely logical CHR is desired and
invariants and equivalence relations behave in a way that allow for a more direct
treatment. In our approach, no meta-level is necessary. It is directly available
for the de facto standard of CHR semantics. It seems to us that the example in
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[9] indicates that for proving confluence modulo equivalence with the meta-level
approach, monotonicity and therefore ¢-compatibility are used implicitly.
Invariant-based confluence (or observable confluence) for CHR without user-
defined equivalence relations has been studied in [5J6]. In [7], it has been shown
that the proposed partial order is not well-defined. Our approach integrates the
corrected version of invariant-based confluence as found in [7]. Additionally, it
extends the idea by confluence modulo user-defined equivalence relations.

6 Conclusion and Future Work

A sufficient and necessary criterion for confluence modulo equivalence w.r.t. an in-
variant has been presented and formally proven (c.f. Lemmasto@and theorem|2)).
For this purpose, the set of compatible equivalence relations (c.f. Definitions
to has been identified to behave well with this confluence criterion for CHR.
When an equivalence relation has been shown to be compatible and maintains
the invariant, it can be used directly for any program. In practice, it seems to be
desirable that the equivalence relation maintains the invariant.

The approach is directly applicable for a non-trivial example (c.f. Example .
It has been tested for other examples which indicates that the defined class of
equivalence relations is actually meaningful. Decidability of the « property is
maintained. For some invariants, the set of minimal extensions can be infinitely
large and decidability is lost. Although the S property leads to an infinite
number of states that have to be considered in general, the proofs are simplified
tremendously, as only states equivalent to the finite number of rule states have
to be considered.

In many cases it may suffice to only use an equivalence relation without an
invariant. The problems originating from invariants are inexistent for those cases
and our approach yields a sufficient and necessary criterion for confluence modulo
equivalence without invariants.

For the future, we want to investigate how our approach can be unified with
the meta-level approach [9] or other proof methods in the context of confluence
such as case splitting. Furthermore, it could be interesting how non-confluent
programs can be completed such that they become confluent modulo equivalence.
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A Proofs

A.1 Merge Compatibility of ~S

The multi-set equivalence relation ~5 from Example E is o-compatible.

Proof. Congruence Relation Let [o], [0'],[p], [¢] be CHR states. From the

definition it follows that if [0] ~° [¢'] , the number of constraints (and in

particular mset constraints) is equivalent. This means that if there is no mset

constraint in [o] or [p], then there is none in [¢'] or [p']. We use induction

over the number n of constraints in the constraint store of [¢]. Since oy is

commutative (c.f. [7, p. 51 sqq.]), this can be done w.l.o.g.

Base Case (n = 0) Let [0] = [(0;B,;V,)]. Since [o] ~5 [0'], we get [0'] =
[(0:B0; V). Let [p] = [(G,iByi V,)] & [0] = [(GyiByi V,)]. Then for
all V: [o] oy [p] = (G, By AB,; (Vo UV,)\ V)] &5 [(G,; B, ABy; (V, U
Vo)A V) = [o']ov [p].
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Induction Step (n — n+ 1) We add a constraint ¢ to the constraint store
of a state [0] with n constraints. If ¢ is not a mset constraint, it is clear
that the proposition holds. Let ¢ = mset(L) and [o] = [({c}WG4;By; V,)].
Since [o] &° [0”], we get by definition that

0] = [({¢'} & Gor3 B3 V)]
for a constraint ¢’ = mset(L’') and L is a permutation of L'. Let

[0] =l

~

Go;Bo; Vo))
GUGBJQVU” = [5/]

0

(
(
and

[P ==U(G; By V)]
~(Gpi By Vo)l = 1]

By using the induction hypothesis, it follows that [§] oy [p] =5 [§] ov [¢/]
and hence

S

[

=[({c} WG, WG, By AB,; (V, UV,) \ V)]
[
[

by definition of oy and /5.
Split Property The property is proven by induction.

Base Case (n = 0) Let [0] = [((;B; V)] = [01] ov [02] and [o] =5 [p]. If [0]
has an empty goal store, it does not contain any mset constraints and
hence [o] = [p]. There is a trivial split [p] = [o1] oy [02].

Induction Step (n — n+1) Let [o] = [{({c} W Gy;By; V,)] = [01] 0v [02]
for a constraint ¢ and [o] &5 [p]. There are two cases:

1. cis not a mset constraint. Therefore, [o] = [p]. There is a trivial split
[p] = [o1] ov [o2].

2. ¢ = mset(L) for some L. Then, since [o] &~ [p], there is a ¢/ =
mset (L") such that [p] = [({¢'}WG,;B,; V,)] where L is a permutation
of L' and

S

[50] ::KGU?Bo?Vaﬂ
zSKG/JEIEB;HV;)H =: [0,]-

From the induction hypothesis it follows that if [6,] = [§1] ov [62],

then there are [6}] and [62], such that [6,] = [6}]ov[62]. The constraint
¢ from [o] can now be part of either [o1] or [o3]. Let w.l.o.g. ¢ be part
of [o1], i.e.

[01] = [({c} W Gs1;Bs1; V)]
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where
[00] = [(Gs13Bs1; Vsr ).

In this case, [o2] = [62].
Analogously, we have that

1] = [{{c} ¥ Gi1 Bz V)]

where
18] = [(Gs; By V).

Since [0}] &% [61] by induction hypothesis and L is a permutation of
L', by definition of ~° in Example [7]it is clear that [o;] ~° [p;] for
i=1,2. 0

A.2 Proof for o Property Test

In this section, the o property test from Lemma [5|is proven.

Let P be a CHR program, Z an invariant, ~ a congruence relation and let
MZ([o]) be well-defined for all overlaps o, then: P has the o property with
respect to Z and = if and only if for all overlaps o with critical pairs (o1, 02) and
all [om] € MZ([o]) holds ([o1] © [om] 4= [02] © [om])-

Proof. The « property test coincides with the invariant-based confluence test
first presented for CHR in [7, p. 86, lemma 14.11]. However, the proof has to
be adapted in the last step as joinability now allows states to join modulo an
equivalence relation.

“=": This follows directly from definition [4 and lemma [

“<": Let [o], [01] and [o2] be CHR states where Z([o]) holds and [o] >, [01]
for some rule r; and [o] —., [o2] for some rule 9. By definition [11} there exists
an overlap state o, = (_;; V) of rule r1 and ry where V contains all variables
from 7 and r9 such that for some [§] := [(G;B; V)] it holds that [o] = [o,] ov [d].
The variables V from the rules r; and ro are not part of [o] and are therefore
removed by the merging ¢oy. Due to monotonicity (c.f. lemma [2)), we have that

— [o0]) —rry 0] With [o1] = [o]] ov [d], and

— [00] Py [04] with [o2] = [o5] ov [4].

If no such overlap exists, the two rule applications are independent and therefore
trivially joinable.

As Z([o]) holds and w.l.o.g. [o] only consists of global variables, we have that
[6] € XZ([o,)). Therefore there is a element in the set of minimal extensions that
is less than or equal to [8], i.e. F[om] € MZ([00]).[om] < [6]. This means that
there is a minimal element [oy,] in the set of extensions of the overlap state [o,]
that extend [o,] such that the invariant holds.

It follows by definition of <1 that 3[¢’].[6] = [om] ¢ [¢'] and hence [o] =
[06] oy ([om] © [0']). By lemma |1}, we get [o] = ([06] © [om]) ov [¢']. Analogously,
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since Z([o;]),7 = 1,2 holds due to the definition of an invariant, we find that
[:] = ([6}] ¢ [om]) ov [0'] for i = 1,2.

At this point the proof differs from confluence without an equivalence relation.
By the precondition we now only have that ([o7]¢[om]) 4~ ([e5]¢[om]), i.e. modulo
an equivalence relation. Since [o1] = ([o]]¢[om])ov[d'] and [o2] = ([o5]¢[om])ov]d'],
we can apply lemma ] due to reflexivity of ~ (i.e. [§'] ~ [¢']) and get ([o1] 1¥ [02]).
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